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Problem
Graph classification

CORA CiteSeer Pubmed

2708 scientific 
publications, 7 classes.

Another scholarly dataset, 
3327 publications, 
6 classes

Subset of 19717 citations 
for biomedical literature, 
3 classes



Background

Graph convolution

Graph filter
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Key Ideas
1. Learnable filters
2. Low-cost and general multi scale features
3. Exponent kernel for learnable embeddings
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The experiments

● LanczosNet. Paper re-implementation + architecture experiments

● AdaLanczosNet. Learning node embeddings

● LanczosNet. Multihead attention



LanczosNet. Paper re-implementation + architecture experiments

nn.SpectralConv

Affinity/Laplacian

Long scale filters

nn.GraphConv

Weight parameter
Features



LanczosNet. Paper re-implementation + architecture experiments

nn.SpectralConv

Short scale filters Long scale filters

Setting Vanilla graph 
convolutions

Spectral 
convolutions

Spectral + MLP Spectral + 
vanilla graph (+ 
Dropout + 
BatchNorm)

The paper

Results CORA: 78
PubMed: 76
CiteSeer: 61

CORA: 74
PubMed: 45
CiteSeer: 66

CORA: 76
PubMed: out of 
memory
CiteSeer: 64

CORA: 78
PubMed: 76
CiteSeer: 65

CORA: 79
PubMed: 78
CiteSeer: 66

Insights Still good Overfit badly Still overfit badly Best performance How?



Visualization
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LanczosNet. Multihead attention

Graph attention a - attention,
eij - feature-based 
coefficients for nodes pairs

capturing graph 
structure over nodes in 
the neighbourhood

Setting SpectralConv + 
GraphConv

SpectralConv +  GraphConv + 
Attention

Attention

Results CORA: 78
CiteSeer: 65

CORA: 82
CiteSeer: 40

CORA: 80,5
CiteSeer: 68,1

Insights Fast Really slow &  memory intensive, almost no improvement



AdaLanczosNet. Learning node embeddings



Results summary

● reproduced results from the paper for citation 
networks 

● investigated key ideas: learnable filters, large 
scale features, kernel

● discovered problems with overfitting and 
embedding learning

https://github.com/mvkolos/LanczosNet/


