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SVD-Softmax



SVD-Softmax
reduces complexity from O(VD) to O(VW+ND), where

● V  - vocabulary size
● D  - hidden dimension size
● W - size of preview window
● N  - words to consider



Hierarchical Softmax

must compute all N of the terminal leaves must compute log(N) nodes



Experiments
- Compare hierarchical softmax with SVD-softmax
- in terms of time and efficiency of approximation (perplexity for LM task)
- top-k approximation match (number of same most probable words in bold 

softmax and in approximation)
- on wikitext2 and GBW
- time on GPU and CPU



Singular values for different models



ppl(N), time(N), ppl(W), time(W)





Summary
- Hierarchical softmax vs SVD softmax
- time and performance (on GPU and CPU)
- datasets: WikiText2, GBW


