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Problem statement
Hessian of a n-player game with parameter w:

 

where      refers to  the dynamics of the game (or simultaneous gradient)  

Decomposition of the Hessian:



SGA
Idea of the game dynamics adjustment by 

The dynamic ξ is a Hamiltonian vector field, since it conserves the level-sets of the 
Hamiltonian H



Quadratic case



Stationary noise



Non-stationary noise



We can calculate final covariation analytically!



Example of final distribution

Some properties:



Simple two-player game



   SGA convergency   GD convergency 

Learning rate = 0.005



Simple four-player game

             Simultaneous GD Symplectically adjucted GD



Rock-paper-scissors experiment

1-round game with simultaneous GD



Rock-paper-scissors experiment

1-round game with symplectically adjucted GD



Rock-paper-scissors experiment: eye candy



Experiments: GAN
Formulation

The goal is to learn Generator approximate 4x4 grid of Gaussians distributions:

Hypothesis: SGA accelerate convergence and eliminate mode-collapse

Generator & 
Discriminator are 
MLPs



Experiments: GAN
Results

Without SGA With SGA



Job to be done

There is a list of things we found interesting to investigate further:

● Perform experiments with real stochasticity in policy gradient methods
● Compare SGA and Unrolled GAN for mode-collapse elimination
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