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Introduction

● ‘What is the meaning of high and low values in 

the columns of W?’ 

● ‘How can we interpret the dimensions of word 

vectors?’



Methodology
● Positive Pointwise Mutual Information Matrix:

● Truncated Singular Value Decomposition 
● Skip-Gram with Negative Sampling:

● Eigenvector Analysis Methods



Distribution of Eigenvector Elements



Inverse Participation Ratio 

IPR for SVD



Inverse Participation Ratio



Column Space Analysis

For column 5 For column 216

 For SVD vectors  For SGNS vectors



Conclusion 
● Analyzed the eigenvectors, or the column space, of the word embeddings 

obtained from the Singular Value Decomposition of PPMI matrix. 

● Compared Inverse Participation Ratio for SVD and SGNS

● Demonstratedе the significant participants of the eigenvectors form 

semantically coherent groups
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